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Abstract

Many current data mining tasks can be accomplished successfully only in a distributed setting. The field
of distributed data mining has therefore gained increasing importance in the last decade. The Apriori
algorithm has emerged as one of the best Association Rule mining algorithms. i also serves as the base
algorithm for most parallel algorithms. The enormity and high dimensionality of datasets typically
available as input to problem of association rule discovery, makes it an ideal problem for solving on
multiple processors inparallel. The primary reasons are the memory and CPU speed limitations faced by
single processors. In this paper an Optimized Distributed Association Rule mining algorithm for
geographically distributed data is used in parallel and distributed environment so that it reduces
communication costs

Keywords Data Mining, Association, Knowledge Discovery, Association rules, Apriori algorithm,
parallel and distributed data mining

INTRODUCTION

Association rule mining (ARM) has become one of ttwe data mining tasks and has attracted

tremendous interest among data mining researchA&fsl is an undirected or unsupervised data mining

technique which works on variable length data, prodluces clear and understandable results. There ar
two dominant approaches for utilizing multiple peesors that have emerged distributed memory in
which each processor has a private memory; anédhmemory in which all processors access common
memory. Shared memory architecture has many désipabperties. Each processor has direct and equal
access to all memory in the system. Parallel prograre easy to implement on such a system. In
distributed memory architecture each processoritsaswn local memory that can only be accessed
directly by that processor. For a processor to haseess to data in the local memory of another
processor a copy of the desired data element nasteht from one processor to the other through
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message passing. XML data are used with the OmniRistributed Association Rule Mining
Algorithm.

A parallel application could be divided into numbmrtasks and executed concurrently on different
processors in the system [9]. However the perfonaani a parallel application on a distributed sysie
mainly dependent on the allocation of the tasksprsimg the application onto the available processo
in the system.

Modern organizations are geographically distribuiggically, each site locally stores its ever gasing
amount of day-to-day data. Using centralized dataing to discover useful patterns in such
organizations' data isn't always feasible becausgyimg data sets from different sites into a cdiztrd
site incurs huge network communication costs. Diaden these organizations are not only distributed
over various locations but also vertically fragneehtmaking it difficult if not impossible to comlan
them in a central location. Distributed data minirag thus emerged as an active subarea of datagmini
research. In this paper an Optimized Associatiote RMining Algorithm is used for performing the
mining process.

1. ASSOCIATION RULE MINING ALGORITHMS

An association rule is a rule which implies certagsociation relationships among a set of objestteh(
as ~occur together" or ““one implies the oth@r"a database. Given a set of transactions, wéach

transaction is a set of literals (called items)aasociation rule is an expression of the form Xwhere

Xand Y are sets of items. The intuitive meaningwth a rule is that transactions of the databdsehw
contain X tend to contain Y.

2.1 Apriori Algorithm

An association rule mining algorithm, Apriori hasem developed for rule mining in large transaction
databases by IBM's Quest project team [3]. An i&ms a non-empty set of items. They have
decomposed the problem of mining association rakestwo parts

A) Find all combinations of items that have transactsupport above minimum support. Call those
combinations frequent item sets.

B) Use the frequent item sets to generate the desited. The general idea is that if, say, ABCD and
AB are frequent item sets, then we can determine
if the rule AB CD holds by computing the ratio sepport(ABCD)/support(AB). The rule holds only
if r >= minimum confidence. Note that the rule hilave minimum support because ABCD is
frequent. The algorithm is highly scalable [7].TApriori algorithm used in Quest for finding all
frequent itemsets is given below.

procedure Apriori Alg()
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Begin

L1 := {frequent 1-itemsets};

for (k:=2; Lk-1 0; k++) do {

Ck= apriori-gen(Lk-1) ; // new candidates
for all transactions t in the dataset do {
for all candidates ¢ Ck contained in t do

c:count++

}

Lk = { ¢ Ck | c:count >= min-support}

}
Answer := k Lk

End

It makes multiple passes over the database. Infitee pass, the algorithm simply counts item
occurrences to determine the frequent 1-itemseds(sets with 1 item). A subsequent pass, saylpass
consists of two phases. First, the frequent itets k-1 (the set of all frequent (k-1)-item setsyifid in

the (k-1)th pass are used to generate the candigatesets Ck, using the apriori-gen() functionisTh
function first joins Lk-1 with Lk-1, the joining cwlition being that the lexicographically orderedtfik-2
items are the same. Next, it deletes all those #ets from the join result that have some (k-1)sstithat

is not in Lk-1 yielding Ck. The algorithm now scati® database. For each transaction, it determines
which of the candidates in Ck are contained in tiia@msaction using a hash-tree data structure and
increments the count of those candidates [8], [M}he end of the pass, Ck is examined to detegmin
which of the candidates are frequent, yielding Thke algorithm terminates when Lk becomes empty

2.2 Distributed/parallel algorithms

Databases or data warehouses may store a huge taofi@ata to be mined. Mining association rules in
such databases may require substantial processwmer (j6]. A possible solution to this problem cand
distributed system.[5] . Moreover, many large dasss are distributed in nature which may make it
more feasible to use distributed algorithms. Ma&jost of mining association rules is the computatibn
the set of large itemsets in the database. Disatbeomputing of large itemsets encounters some new
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problems. One may compute locally large itemsetdyedut a locally large itemset may not be gldpal
large. Since it is very expensive to broadcastithele

data set to other sites, one option is to broaddatite counts of all the itemsets, no matter llgdarge

or small, to other sites. However, a database roatam enormous combinations of itemsets, andlit wi
involve passing a huge number of messages. Aldigéd data mining algorithm FDM (Fast Distributed
Mining of association rules) has been proposedhwfhich has the following distinct features.

A) The generation of candidate sets is in the samet gbi Apriori. However, some relationships
between locally large sets and globally large aaresexplored to generate a smaller set of candidate
sets at each iteration and thus reduce the nunfilmeessages to be passed.

B) After the candidate sets have been generated,ptwoing techniques, local pruning and global
pruning, are developed to prune away some candsg@$eat each individual sites.

C) In order to determine whether a candidate setrgel this algorithm requires only O(n) messages fo
support count exchange, where n is the numberte$ sn the network. This is much less than a
straight adaptation of Apriori, which requires O(n2essages.

Distributed data mining refers to the mining oftdizuted data sets. The data sets are stored al loc
databases hosted by local computers which are ctathéhrough a computer network [15], [16]. Data
mining takes place at a local level and at a gldédatl where local data mining results are combitzed
gain global findings. Distributed data mining igesf mentioned with parallel data mining in literatu
While both attempt to improve the performance aflitional data mining systems they assume different
system architectures and take different approadhedistributed data mining computers are distrolut
and communicate through message passing. In datatie mining a parallel computer is assumed with
processors sharing memory and or disk. Computeadistributed data mining system may be viewed as
processors sharing nothing. This difference in iggcture greatly influences algorithm design, cost
model, and performance measure in distributed anallpl data mining.

2.3 Distributed Algorithms

+ Distributed association rule learning

¢ Collective decision tree learning

+ Collective PCA and PCA-based clustering
+ Distributed hierarchical clustering

¢+ Other distributed clustering algorithms

¢ Collective Bayesian network learning

+« Collective multi-variate regression

2.4 Parallel Algorithms
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The main challenges associated with parallel datengiinclude

+«* minimizing /0O

< minimizing synchronization and communication
+» effective load balancing [12]

+« effective data layout

+«+ deciding on the best search procedure to use

% good data decomposition

OPTIMIZED DISTRIBUTED ASSOCIATION RULE MINING ALGOR ITHM
The performance of Apriori ARM algorithms degrades various reasons. It requires n number of
database scans to generate a frequent n-items#tefaore, it doesn't recognize transactions indte
set with identical itemsets if that data set isloatled into the main memory. Therefore, it unngasly
occupies resources for repeatedly generating itesniisen such identical transactions. For exampbla, i
data set has 10 identical transactions, the Apatgorithm not only enumerates the same candidate
itemsets 10 times but also updates the supporttedon those candidate itemsets 10 times for each
iteration. Moreover, directly loading a raw dataiséo the main memory won't find a significant nogn
of identical transactions because each transaofianraw data set contains both frequent and io&at
items. To overcome these problems, we don't geme@tdidate support counts from the raw data set
after the first pass. This technique not only reduthe average transaction length but also redbees
minimizing/avoiding duplication of work data setzei significantly, so we can accumulate more
transactions in the main memory. The number ofstemthe data set might be large, but only a fel wi
satisfy the support threshold..Consider the sardata set in Figure la. If we load the data set ihéo
main memory, then we only find one identical tranieen (ABCD), as Figure 1b shows. However, if we
load the data set into the main memory after elatnng infrequent items from every transaction (tisat
items that don't have 50 percent of support and tlan't occur once in every second transactiohis t
case, itemset E), we find more identical transasti(see Figure 1c). This technique not only reduces
average transaction size but also finds more idahtiansactions. The following gives the pseuddeco
of ODAM algorithm.

ODAM eliminates all globally infrequent 1-itemsdt®m every transaction and inserts them into the
main memory; it reduces the transaction size (thmaber of items) and finds more identical transangio
This is because the data set initially containshbibequent and infrequent items. However, total
transactions could exceed the main memory limit A®Dremoves infrequent items and inserts each
transaction into the main memory. While insertihg transactions, it checks whether they are already
memory. If yes, it increases that transaction'snteruby one. Otherwise, it inserts that transaciiaa

the main memory with a count equal to one. Finallyrites all main-memory entries for this pauiti
into a temp file. This process continues for atlestpartitions
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Transactions
Na. lems
1,10 ABCD
2. BC
3. AB
4. ABCDE
5, ACD
6. ABLC
Transactions a s
8 AD
MNo. Ite ms
9. BCE
1. ABCD
Figure 1. (b) Identical
2. BC .
transactions
3. AR
5. ACD No. [tems
G. ABL 14,10 ABCD
5 CDL 2.9 BC
8. AD 3.6 AB
o, BCE 5 ACD
7 CDE
10. ABCD)
8 AD
Figure 1.(a) An Example Dataset
Figure 1. (c) Transactions after
Pruning frequent Items.

4. PERFORMANCE EVALUATION
The number of messages that ODAM exchanges amorigusasites to generate the globally
frequent itemsets in a distributed environment,padition the original data set into five partiteon
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To reduce the dependency among different partiti@ash one contains only 20 percent of the
original data set's transactions. So, the numbédesftical transactions among different partitiasns
very low. ODAM provides an efficient method for @eating association rules from different
datasets, distributed among various sites.

5. CONCLUSION

In this paper an idea is given to the potential liogpions of successful forecasting in a business
context. There are two major types of predictimree can either try to predict some unavailable data
values or pending trends, or predict a class l&aresome data. The latter is tried to classificatio
Once a classification model is built based on iitng set, the class label of an object can beskea
based on the attribute values of the object andattibute value of the class. Prediction is howeve
more often referred to the forecast of missing mizakvalues, or increase/decrease trends in time
related data. The major idea is to use a large suitpast values to consider probable future &alue
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